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Abstract
A central challenge in mechanizing the meta-theory of sub-

structural languages is modeling contexts. Although various

ad hoc approaches to this problem exist, we lack a set of good

practices and a simple infrastructure that can be leveraged

for mechanizing a wide range of substructural systems.

In this work, we describe Contexts as Resource Vectors

(CARVe), a general syntactic infrastructure for managing

substructural contexts, where elements are annotated with

tags from a resource algebra denoting their availability. As-

sumptions persist as contexts are manipulated since we

model resource consumption by changing their tags. We

may thus define relations between substructural contexts via

simultaneous substitutions without the need to split them.

Moreover, we establish a series of algebraic properties about

context operations that are typically required to carry out

proofs in practice. CARVe is implemented in the proof assis-

tant Beluga.

To illustrate best practices for using our infrastructure,

we give a detailed reformulation of the linear sequent calcu-

lus and bidirectional linear 𝜆-calculus in terms of CARVe’s
context operations and prove their equivalence using the

aforementioned algebraic properties. In addition, we apply

CARVe to mechanize a diverse set of systems, from the affine

𝜆-calculus to the session-typed process calculusCP, giving us
confidence that CARVe is sufficiently general to mechanize

a broad range of substructural systems.

CCS Concepts: • Software and its engineering → Formal
software verification; • Theory of computation → Logic
and verification; Proof theory.
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1 Introduction
Over the past decades, substructural type systems and logics

have been used to reason about resources in a wide range

of programming language applications, including quantum

computing [51], concurrent programming [5, 54], and mem-

ory management, as in Rust [36] and linear Haskell [4]. The

need for mechanized meta-theory to rigorously ensure the

trustworthiness of such systems is significant, as even seem-

ingly minor extensions can compromise basic safety proper-

ties. Still, mechanization is in general a major undertaking,

and substructurality demands further careful attention. In-

deed, mechanizing linearity is one of the challenges in the

recent Concurrent Calculi Formalisation Benchmark [8].

Substructural systems usually control and sometimes elim-

inate contraction (which permits a formula to be used more

than once) and weakening (which permits a formula to be

left unused).
1
Consequently, determining how to track and

allocate formulas, seen as resources, is a key challenge when

formalizing and proving meta-theoretical properties of these

substructural languages within a proof assistant.

Consider, for illustration, the following implicational frag-

ment of an intuitionistic linear sequent calculus.

𝐴 ⊢ 𝐴 (hyp)
Δ1 ⊢ 𝐴 Δ2, 𝐴 ⊢ 𝐵

Δ1,Δ2 ⊢ 𝐵
(cut)

Δ, 𝐴 ⊢ 𝐵
Δ ⊢ 𝐴 ⊸ 𝐵

(⊸R)
Δ1 ⊢ 𝐴 Δ2, 𝐵 ⊢ 𝐶
Δ1,Δ2, 𝐴 ⊸ 𝐵 ⊢ 𝐶 (⊸L)

1
By and large, these systems admit exchange, and sowe restrict our attention

to substructurality in the sense of controlling contraction and weakening.
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Reading the (⊸L) rule bottom-up, we check that an as-

sumption 𝐴 ⊸ 𝐵 appears in the conclusion’s context and

consume it; then, we split up all other assumptions into two

pairwise disjoint subcontexts for the premises, and add to

one a new assumption 𝐵. From a mechanization standpoint,

it is usually sensible to make this splitting procedure explicit

with a context join operation Δ1 ⊲⊳ Δ2 = Δ that is both

commutative and associative. Yet splitting a context is funda-

mentally a non-deterministic process. The other rules above

present related considerations.

These context operations take on additional complexi-

ties in richer systems that involve not only linear but also

affine or even ordinary intuitionistic assumptions. Note in

particular the (hyp) rule, which enforces the linear usage

of propositions; with the addition of intuitionistic assump-

tions, encoding this rule requires checking that all linear

assumptions have been used in the context apart from 𝐴.

The prevailing approach to encoding substructural sys-

tems is to model contexts explicitly, typically as lists or

dictionaries, with a naïve non-deterministic splitting op-

eration resembling on-paper developments (see for exam-

ple [33, 52, 58]). Often, separate contexts are used to track

assumptions governed by different structural rules. While

this solution facilitates encodings that more faithfully mimic

their on-paper counterparts, they are inconvenient in re-

alistic implementations and incompatible with de Bruijn

encodings and explicit simultaneous substitutions [50]. Al-

ternative techniques have been developed with the aim of

eliminating or simplifying some of this overhead, including

leftover typing [1] and tracking variable usage through proof

terms [16, 47]. Though elegant, these solutions generally de-

mand substantial modifications to the on-paper formulation

of a calculus. Moreover, the first approach fits algorithmic

rather than declarative proof systems, while the latter seems

challenging to generalize to richer substructural logics such

as adjoint logic [31, 43].

In this paper, we follow an alternative strategy first out-

lined by Schack-Nielsen and Schürmann [48, 50]: we model

substructural typing contexts explicitly, parametric to some

algebra for specifying resource usage. As a result, users may

obtain contexts for particular substructural systems such

as linear or affine type systems “for free” by specifying a

suitable algebra. While variables are retained in contexts,

their resource annotations may change. Thus the underlying

context remains intact. Ignoring the usages, the rules of a

given substructural system closely resemble their intuition-

istic counterparts. This approach has two main advantages:

firstly, it is in principle compatible with a range of encod-

ings for binders, including de Bruijn, locally nameless, and

higher-order abstract syntax (HOAS); secondly, it lends itself

naturally to representing simultaneous substitutions without

splitting them.

Using this framework, we develop Contexts as Resource
Vectors (CARVe), a low-level syntactic infrastructure for

implementing substructural systems and reasoning about

their meta-theory. CARVe supports a small set of core con-

text operations defined as relations: merging (or splitting)

contexts, updating a given assumption in the context (ei-

ther its tag or the actual item stored), and checking whether

a context’s available resources have been consumed. From

these primitive operations we can define several other con-

text operations, including look-up and the permutation of

elements. We further implement simultaneous substitutions

as context relations. We establish a series of algebraic and

well-formedness properties of context operations that are re-

quired to carry out proofs in practice.CARVe is implemented

in the proof assistant Beluga [40, 41], which enables us to

explore multiple binding approaches—including de Bruijn

encodings and HOAS—and so to better understand CARVe’s
generality. Still, CARVe is not restricted to Beluga can in

principle be realized any proof assistant.

Our approach is related to that of Wood and Atkey [56,

57], whereby variables are annotated with values from a

skew semiring indicating their usage by terms. While they

take a category-theoretic perspective and use combinators

to manage resource vectors and syntax traversals, we define

context operations directly on the syntax of contexts—as

low-level relations on lists—together with meta-theoretic

properties. This makes our framework intuitive to use and

to apply to a wide range of systems.

To illustrate best practices for using our infrastructure,

we give a detailed reformulation of the linear sequent calcu-

lus and bidirectional linear 𝜆-calculus in terms of CARVe’s
context operations and prove their equivalence using the

aforementioned algebraic properties. In addition, we apply

CARVe to mechanize a diverse set of systems, giving us con-

fidence that CARVe is sufficiently general to mechanize a

broad range of substructural systems together with meta-

theoretic proofs. Beyond the cited equivalence proof, we

have mechanized cut-elimination for the linear sequent cal-

culus, type preservation for the affine and linear 𝜆-calculus

with both a substitution and environment-based operational

semantics, type preservation for the propositional fragment

of the session-typed process calculus CP [54], and a trans-

lation between the encoding of CP using CARVe and an

encoding using explicit linearity predicates to track resource

usage [47].

An artifact [59] containing the full formalization may be

downloaded directly from

https://zenodo.org/records/13777001.

Further information about the artifact, including a paper-to-

artifact correspondence guide and instructions for installa-

tion and execution, may be found in the README.md file.
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2 Contexts as Resource Vectors: An
Infrastructure

The representation of contexts is central when implementing

and reasoning about systems that support variable binding

mechanisms such as programming languages, type systems,

and logics. The prevalent and natural choice for these sys-

tems is to model contexts as lists of assumptions. We follow

in this tradition. In CARVe, context entries will be typed

variables 𝑥 : 𝐴 annotated with elements 𝛼 of some algebra,

to be read asmultiplicities. (For presentation purposes, we de-
tail the case where we have names, but the approach works

seamlessly in a nameless setting.) Informally, multiplicities

specify the availability of a resource, and the associated al-

gebraic structure sets out how they may be subdivided and

composed.

Our definition of contexts does not assume well-formed-
ness, in the sense of variable names being pairwise distinct.

While this is needed when proving properties like type

uniqueness, for generality and concision we choose to keep

the infrastructure agnostic to whether and how well-form-

edness is enforced. It is, however, an invariant that CARVe’s
primitive context operations will preserve.

In the remainder of this section, we will outline these oper-

ations and the properties they possess, organized into three

key themes: resource allocation, exhaustedness, and context
search and manipulation.

2.1 Resource Allocation
One difficulty in mechanizing multi-premise multiplicative

rules like (⊸L) in section 1 is determining how to split con-

texts to allocate resources. The central idea behind our ap-

proach is to keep contexts intact as they are joined and split,

with only their multiplicities differing. In other words, in-

stead of merging two disjoint contexts, we “weave together”

compatible multiplicities at each position of a single context.

We define an explicit non-deterministic split—or, viewed

differently, deterministic merge—operation ⊲⊳◦ on contexts,

which is parametrized by a binary operation ◦ over some

algebraic structure.

The operation ◦may be partial, and hence so may ⊲⊳◦. Fol-
lowing Dockins et al. [18], we will present these operations
as ternary relations between multiplicities and contexts, re-

spectively. Every proof assistant supports this presentation,

which is simpler to accommodate compared to a functional

one, where partiality tends to take its toll.

Context merge is inductively defined by the rules:

· ⊲⊳◦ · = ·
Δ1 ⊲⊳◦ Δ2 = Δ 𝛼1 ◦ 𝛼2 = 𝛼

(Δ1, 𝑥 :
𝛼1 𝐴) ⊲⊳◦ (Δ2, 𝑥 :

𝛼2 𝐴) = Δ, 𝑥 :
𝛼 𝐴

Different choices of resource algebras encode different

substructural properties. We will, for the present, focus our

attention on the monoid

L = ({0, 1}, •, 0)

that characterizes allocation for linear or affine contexts,

where • is defined by the following multiplication table:

• 0 1

0 0 1

1 1 –

The multiplicity 1 denotes a variable available exactly once.

A variable of multiplicity 0 is irrelevant in the current branch

of a derivation: it was either never available, has been pre-

viously consumed, or is available linearly elsewhere. Note

that the operation • is partial, as 1 • 1 is left undefined (−).
As is well-known, L satisfies several desirable algebraic

properties. Notably, it is

• Functional: 𝛼 • 𝛽 = 𝛾 and 𝛼 • 𝛽 = 𝛾 ′
imply 𝛾 = 𝛾 ′

;

• Cancellative: 𝛼 • 𝛽 = 𝛾 and 𝛼 ′ • 𝛽 = 𝛾 imply 𝛼 = 𝛼 ′
;

• Commutative: 𝛼 • 𝛽 = 𝛾 implies 𝛽 • 𝛼 = 𝛾 ; and

• Zero-sum-free: 𝛼 • 𝛽 = 0 implies 𝛼 = 𝛽 = 0.

The latter property prevents used resources from arbitrarily

transforming into linear ones.

In addition to its modularity, this construction has the

advantage of allowing the underlying algebraic structure to

naturally impose itself on ⊲⊳◦. Specifically:

Proposition 2.1. Let Δ = 𝑥1 :
𝛼1 𝐴1, . . . , 𝑥𝑛 :

𝛼𝑛 𝐴𝑛 be a
context and M = (𝑀, ◦, 𝑖) a monoid. Then

ΔM B ({𝑥1 :𝛽1 𝐴1, . . . , 𝑥𝑛 :
𝛽𝑛 𝐴𝑛 | 𝛽1, . . . , 𝛽𝑛 ∈ 𝑀}, ⊲⊳◦, 𝑖Δ)

is a monoid. Moreover, if M is commutative, then ΔM is
commutative, and so forth.

Here 𝛼Δ denotes the result of setting all multiplicities in a

context Δ to 𝛼 .

Context merge also preserves well-formedness:

Proposition 2.2. Suppose Δ1 ⊲⊳ Δ2 = Δ. Then the following
are equivalent: (1) Δ1 is well-formed, (2) Δ2 is well-formed,
and (3) Δ is well-formed.

2.2 Exhaustedness
In substructural logics, it is common for a rule to demand an

empty context, such as the right rule for the multiplicative

unit of the linear sequent calculus. In our tag-based approach,

where context elements persist, this is enforced by requiring

that the context contain only “harmless” assumptions, in

the sense that they are subject to weakening. We call such

a context exhausted, denoted by exh(Δ). Exhaustedness can
also be used to enforce that a context is singleton, as in the

case of the axiom rule of the linear sequent calculus (see

section 3).

Checking that a context is exhausted entails checking the

harmlessness of its elements. This check will depend on the

chosen algebra or the system being encoded. For systems

using L as a resource algebra, only used assumptions of mul-

tiplicity 0 are regarded as harmless. Unrestricted assumptions

will be considered harmless in systems that support them

(see section 5).
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When only the algebraic unit is deemed harmless, as in

the linear case, an exhausted context corresponds to the unit

element of the context monoid from Proposition 2.1.

2.3 Context Search and Manipulation
Though extending a context with a new assumption or deter-

mining its top-most element are simple tasks, a more careful

approach is needed for arbitrary context search and manip-

ulation. In line with our principle of preserving contexts

as they are split, multiplicity tags enable us to effectively

model changes in resource availability by simply updating a

variable’s multiplicity.

In the linear or affine case, this means modifying a vari-

able’s tag from 1 to 0 or vice versa. Some applications (e.g.,
[54]) also require changing the types of variables as computa-

tion occurs. Accordingly, we choose to take a general version

of context updating as a primitive in its own right, which

can be used to implement updating the type and multiplicity

of a variable as a special case. We write

Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] = Δ′

to mean that 𝑥 :
𝛼 𝐴 appears at the 𝑛-th position from the

head of Δ, and replacing its occurrence in Δ with 𝑦 :
𝛽 𝐵

results in the context Δ′
. It is defined in the expected manner

by recursively traversing the context:

(Δ, 𝑥 :
𝛼 𝐴) [𝑥 :

𝛼 𝐴 ↦→ |Δ |+1 𝑦 :
𝛽 𝐵] = Δ, 𝑦 :

𝛽 𝐵

Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] = Δ′

(Δ, 𝑧 :
𝛾 𝐶) [𝑥 :

𝛼 𝐴 ↦→𝑛 𝑦 :
𝛽 𝐵] = Δ′, 𝑧 :

𝛾 𝐶

As with merge, we define updating relationally. For sim-

plicity of notation, and as updating is functional and look-up

unique by Proposition 2.3, we will at times abuse notation

and use Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] to represent the resulting con-

text (and thus, implicitly, state the existence of 𝑥 :
𝛼 𝐴 some-

where in Δ). We also omit the index 𝑛 where it is inessential.

Conversely, when adopting a nameless approach using,

e.g., de Bruijn indices, all information about names may be

dropped in favor of information about location. Still, we

permit names to be updated in the general definition. This al-

lows us to define variable swappingwithin a context, denoted

Δ[𝑥 ⇄ 𝑦], crucial in proving the admissibility of exchange

without needing a separate predicate for permuting context

elements:

Δ[𝑥 ⇄ 𝑦] = Δ′
:≡

Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] [𝑦 :
𝛽 𝐵 ↦→𝑚 𝑥 :

𝛼 𝐴] = Δ′

for some 𝑛 ≠𝑚

(The condition 𝑛 ≠𝑚 ensures that the𝑦 in the second update

is an element of Δ, rather than the one newly created at 𝑛.)

One may also define context membership properties like

the following via updating:

𝑥 :
𝛼 𝐴 ∈𝑛 Δ :≡Δ[𝑥 :

𝛼 𝐴 ↦→𝑛 𝑥 :
𝛼 𝐴] = Δ

𝑥 :
𝛼 𝐴 ∈ Δ :≡Δ[𝑥 :

𝛼 𝐴 ↦→𝑛 𝑥 :
𝛼 𝐴] = Δ for some 𝑛

Having a single operation in this way significantly reduces

the number of lemmas needed for reasoning about the ma-

nipulation of contexts. Furthermore, context updating has a

range of useful properties that may be exploited in proofs.

If we regard updating as a relation between two contexts,

and the information in the square brackets as labels, then

the set of well-formed contexts (of some fixed length) forms

a labeled transition system satisfying the following.

Proposition 2.3. Context updating satisfies the following.
Functionality: If Δ[𝑥 :

𝛼 𝐴 ↦→𝑛 𝑦 :
𝛽 𝐵] = Δ′ and

Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] = Δ′′, then Δ′ = Δ′′;
Reflexivity: If 𝑥 :

𝛼 𝐴 appears at the 𝑛-th position of Δ, then
Δ[𝑥 :

𝛼 𝐴 ↦→𝑛 𝑥 :
𝛼 𝐴] = Δ;

Symmetry: Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] = Δ′ implies
Δ′[𝑦 :

𝛽 𝐵 ↦→𝑛 𝑥 :
𝛼 𝐴] = Δ;

Transitivity: Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑦 :

𝛽 𝐵] [𝑦 :
𝛽 𝐵 ↦→𝑛 𝑧 :

𝛾 𝐶] =

Δ[𝑥 :
𝛼 𝐴 ↦→𝑛 𝑧 :

𝛾 𝐶];
Confluence:

Δ[𝑥1 :
𝛼1 𝐴1 ↦→𝑛 𝑥2 :

𝛼2 𝐴2] [𝑦1 :
𝛽1 𝐵1 ↦→𝑚 𝑦2 :

𝛽2 𝐵2] =

Δ[𝑦1 :𝛽1 𝐵1 ↦→𝑚 𝑦2 :
𝛽2 𝐵2] [𝑥1 :𝛼1 𝐴1 ↦→𝑛 𝑥2 :

𝛼2 𝐴2]; and
Distributivity over ⊲⊳◦:

Δ1 [𝑥 :
𝛼1 𝐴 ↦→𝑛 𝑦 :

𝛽1 𝐵] ⊲⊳◦ Δ2 [𝑥 :
𝛼2 𝐴 ↦→𝑛 𝑦 :

𝛽2 𝐵] =
(Δ1 ⊲⊳◦ Δ2) [𝑥 :

𝛼 𝐴 ↦→𝑛 𝑦 :
𝛽1◦𝛽2 𝐵].

We also have various look-up properties:

Proposition 2.4. Context look-up satisfies the following.
Uniqueness: If 𝑥 :

𝛼 𝐴 ∈𝑛 Δ and 𝑦 :
𝛽 𝐵 ∈𝑛 Δ, then 𝑥 = 𝑦,

𝐴 = 𝐵, and 𝛼 = 𝛽 ;
Preservation under update: If 𝑥 :

𝛼 𝐴 ∈𝑛 Δ,
Δ[𝑦 :

𝛽 𝐵 ↦→𝑚 𝑧 :
𝛾 𝐶] = Δ′, and 𝑛 ≠𝑚, then

𝑥 :
𝛼 𝐴 ∈𝑛 Δ′;

Preservation under splits: If 𝑥 :
𝛼 𝐴 ∈𝑛 Δ and Δ1 ⊲⊳◦ Δ2 = Δ,

then 𝑥 :
𝛼1 𝐴 ∈𝑛 Δ1 and 𝑥 :

𝛼2 𝐴 ∈𝑛 Δ2 for some 𝛼1, 𝛼2 such
that 𝛼1 ◦ 𝛼2 = 𝛼 ; and

Preservation under merge: If 𝑥 :
𝛼 𝐴 ∈𝑛 Δ1 and Δ1 ⊲⊳◦ Δ2 = Δ,

then 𝑥 :
𝛼2 𝐴 ∈𝑛 Δ2 and 𝑥 :

𝛼 𝐴 ∈𝑛 Δ for some 𝛼2, 𝛼 such
that 𝛼1 ◦ 𝛼2 = 𝛼 .

For some of the properties mentioned above, allowing

indices to be arbitrary necessitates additional assumptions

about well-formedness. Updating interacts with well-formed-

ness as expected:

Proposition 2.5. Let Δ be well-formed and 𝑥 :
𝛼 𝐴 ∈𝑛 Δ.

Then the following properties hold:
Variable uniqueness: If 𝑦 :

𝛽 𝐵 ∈𝑚 Δ, then 𝑥 = 𝑦 if and only if
𝑛 =𝑚; and

Preservation under update: If 𝑥 = 𝑦 or 𝑦 ∉ Δ, then
Δ[𝑥 :

𝛼 𝐴 ↦→𝑛 𝑦 :
𝛽 𝐵] is well-formed for any 𝛽, 𝐵.
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3 CARVe in Action
In this section we will present a high-level look at how sys-

tems may be reformulated using CARVe. (We will discuss

their actual mechanizations together with more low-level

details in section 4.) We revisit the linear sequent calculus

introduced in section 1 alongside a bidirectional linear nat-

ural deduction calculus with proof terms, and sketch out a

proof of their equivalence.

3.1 Reformulating with CARVe
Let us use the turnstile ⊩ to distinguish typing judgments

in the CARVe setting. We will parameterize contexts by the

monoid L of subsection 2.1; for simplicity of notation, we

will write ⊲⊳ for ⊲⊳• throughout this section.
Consider first the hypothesis rule of the linear sequent

calculus. If Δ ⊩ 𝐴 is derived therefrom, then 𝐴 appears as

the type of some linear variable somewhere in Δ, and “using
it up” results in an exhausted context:

Δ[𝑥 :
1 𝐴 ↦→ 𝑥 :

0 𝐴] = Δ′ exh(Δ′)
Δ ⊩ 𝐴

If Δ ⊩ 𝐴 ⊸ 𝐵 is derived from the ⊸ right rule, then

adding a fresh linear variable to Δ of type𝐴 should give us 𝐵.

We follow the principle that, reading derivations bottom-up,

contexts grow with new variables pushed to the top of the

context.

Δ, 𝑥 :
1 𝐴 ⊩ 𝐵

Δ ⊩ 𝐴 ⊸ 𝐵

If Δ ⊩ 𝐶 is derived from the⊸ left rule, then (1) 𝑥 :
1 𝐴 ⊸

𝐵 appears somewhere in Δ for some 𝑥 ; and (2) using 𝑥 results

in a context that can be split into subcontexts Δ1 and Δ2 such

that (a) Δ1 ⊩ 𝐴 and (b) Δ2, 𝑦 :
1 𝐵 ⊩ 𝐶:

Δ1 ⊲⊳ Δ2 = Δ′

Δ[𝑥 :
1 𝐴 ⊸ 𝐵 ↦→ 𝑥 :

0 𝐴 ⊸ 𝐵] = Δ′
Δ1 ⊩ 𝐴

Δ2, 𝑦 :
1 𝐵 ⊩ 𝐶

Δ ⊩ 𝐶

Reformulating the cut rule is similar.

Δ1 ⊲⊳ Δ2 = Δ Δ1 ⊢ 𝐴 Δ2, 𝑥 :
1 𝐴 ⊢ 𝐵

Δ ⊢ 𝐵

Next, we formulate a bidirectional linear natural deduction

calculus in CARVe following the same principles.

Δ ⊩ 𝑒 ⇐ 𝐴

Δ ⊩ (𝑒 : 𝐴) ⇒ 𝐴

Δ ⊩ 𝑒 ⇒ 𝐴

Δ ⊩ 𝑒 ⇐ 𝐴

Δ[𝑥 :
1 𝐴 ↦→ 𝑥 :

0 𝐴] = Δ′ exh(Δ′)
Δ ⊩ 𝑥 ⇒ 𝐴

Δ, 𝑥 :
1 𝐴 ⊩ 𝑒 ⇐ 𝐵

Δ ⊩ 𝜆𝑥. 𝑒 ⇐ 𝐴 ⊸ 𝐵

Δ1 ⊲⊳ Δ2 = Δ Δ1 ⊩ 𝑒1 ⇒ 𝐴 ⊸ 𝐵 Δ2 ⊩ 𝑒2 ⇐ 𝐴

Δ ⊩ 𝑒1𝑒2 ⇒ 𝐵

3.2 Equivalence Theorem
To showcase how CARVe lends itself well to proofs using

simultaneous substitution, we take this approach to prove

the two linear systems’ equivalence. A benefit of this proof

is that it preserves the structure of the derivation between

the two systems.

We define well-typed simultaneous substitutions (judg-

ment Δ1 ⊩ 𝜎 : Γ), which map variables to terms, as follows.

exh(Δ)
Δ ⊩ · : ·

Δ1 ⊩ 𝜎 : Γ Δ2 ⊩ 𝑒 ⇐ 𝐶 Δ1 ⊲⊳ Δ2 = Δ

Δ ⊩ (𝜎, 𝑒) : (Γ, 𝑥 :
1 𝐶)

Δ ⊩ 𝜎 : Γ Δ′ ⊩ 𝑒 ⇐ 𝐶 0Δ = 0Δ′

Δ ⊩ (𝜎, 𝑒) : (Γ, 𝑥 :
0 𝐶)

As per [50], since the structure of the typing contexts remain

intact as their resources are subdivided, we avoid splitting

the substitution. In the final rule, the premise 0Δ = 0Δ′

permits 𝑒 to use an arbitrary collection of assumptions in Δ,
regardless of their availability.

We state three properties of this substitution:

Lemma 3.1 (Properties of substitution).
1. Exhaustedness: If Δ ⊩ 𝜎 : Γ and exh(Γ), then exh(Δ);
2. Merge: If Δ ⊩ 𝜎 : Γ and Γ = Γ1 ⊲⊳ Γ2, then Δ1 ⊩ 𝜎 : Γ1

and Δ2 ⊩ 𝜎 : Γ2 for some Δ1,Δ2 such that Δ = Δ1 ⊲⊳ Δ2.
3. Resource consumption: If Δ ⊩ 𝜎 : Γ and Γ [𝑥 :

1 𝐴 ↦→
𝑥 :

0 𝐴] = Γ′, then Δ1 ⊩ 𝜎 : Γ′ and Δ2 ⊩ 𝑒 ⇐ 𝐴 for
some Δ1,Δ2, 𝑒 such that Δ = Δ1 ⊲⊳ Δ2.

The second lemma asserts that substitutions remain stable

under context splits, and the third enables one to “carry over”

a substitution term to an updated context.

We are now prepared to sketch a proof of the two systems’

equivalence. Throughout, we will assign names to derived

judgments for a later comparison with a mechanized proof

of the same in section 4.2.

Theorem 3.2 (Equivalence).
1. If Γ ⊩ 𝐶 and Δ ⊩ 𝜎 : Γ, then Δ ⊩ 𝑒 ⇐ 𝐶 for some 𝑒 ;
2. If Δ ⊩ 𝑒 ⇐ 𝐶 , then Δ ⊩ 𝐶 ; and
3. If Δ1 ⊩ 𝑒 ⇒ 𝐴 and Δ2, 𝑥 :

1 𝐴 ⊩ 𝐶 , and Δ1 ⊲⊳ Δ2 = Δ,
then Δ ⊩ 𝐶 .

Proof. The proof of the first statement by structural induction

on the first typing derivation. Let us denote by D,S the

initial assumptions. We consider two representative cases.

First, suppose that the last rule in the typing derivation

was (hyp). Then

a. U : Γ [𝑥 :
1 𝐶 ↦→ 𝑥 :

0 𝐶] = Γ′ and E1 : exh(Γ′)
by inversion on D

b. S1 : Δ1 ⊩ 𝜎 : Γ′ and C1 : Δ2 ⊩ 𝑒 ⇐ 𝐶 , and

M1 : Δ1 ⊲⊳ Δ2 = Δ for some 𝑒,Δ1,Δ2

by Lemma 3.1 (3) using S,U
c. E2 : exh(Δ1) by Lemma 3.1 (1) using S1, E1

d. Δ2 = Δ by identity property of ⊲⊳ usingM1, E2
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e. Δ ⊩ 𝑒 ⇐ 𝐶 by C1

The second case we consider is where the last rule in the

typing derivation was (⊸L). In this case:

a. U : Γ [𝑥 :
1 𝐴 ⊸ 𝐵 ↦→ 𝑥 :

0 𝐴 ⊸ 𝐵] = Γ′,
M1 : Γ1 ⊲⊳ Γ2 = Γ′,D1 : Γ1 ⊩ 𝐴, andD2 : Γ2, 𝑦 :

1 𝐵 ⊩ 𝐶
by inversion on D

b. S1 : Δ1,2 ⊩ 𝜎 : Γ′, D1 : Δ3 ⊩ 𝑒1 ⇐ 𝐴 ⊸ 𝐵, and

M2 : Δ1,2 ⊲⊳ Δ3 = Δ for some 𝑒1,Δ1,2,Δ3

by Lemma 3.1 (3) using U, S
c. S2 : Δ1 ⊩ 𝜎 : Γ1, S3 : Δ2 ⊩ 𝜎 : Γ2, andM3 : Δ1 ⊲⊳ Δ2 =

Δ1,2 for some Δ1,Δ2 by Lemma 3.1 (2) with S1,M1

d. M3 : Δ2 ⊲⊳ Δ3,1 = Δ, M4 : Δ3 ⊲⊳ Δ1 = Δ3,1 for some

Δ3,1 by assoc., comm. of ⊲⊳ usingM2,M3

e. D2 : Δ1 ⊩ 𝑒2 ⇐ 𝐴 for some 𝑒2 by I.H. using D1, S2

f. D3 : Δ3,1 ⊩ 𝑒1 (𝑒2 : 𝐴 ⊸ 𝐵) ⇒ 𝐵

by (coe), (⊸E) with D1,D2,M4

g. D ′
3
: Δ3,1 ⊩ 𝑒1 (𝑒2 : 𝐴 ⊸ 𝐵) ⇐ 𝐵 by (conv) with D3

h. S4 : Δ ⊩ 𝜎2, 𝑒1 𝑒2 : Γ2, 𝑦 :
1 𝐵 by def. using S3, D ′

3
,M5

i. Δ ⊩ 𝑒 ⇐ 𝐶 for some 𝑒 by I.H. using D2, S4

The proofs of the second and third statements are by mu-

tual induction on the first derivation, appealing to the alge-

braic properties of merge. □

4 Implementation and Case Studies
The infrastructure presented in section 2 has been imple-

mented in Beluga [40], a dependently-typed proof environ-

ment based on the logical framework LF, which uses an

underlying 𝜆-calculus as a meta-language for representing

and reasoning about deductive systems [29]. In this section

we will present an overview of the implementation and the

case studies encoded. A table summarizing lemma usage in

the mechanizations may be found in subsection 4.3. We refer

the reader to the artifact [59] containing the formalization

for full details.

4.1 Implementing CARVe
Building on Crary’s [15] study of explicit contexts in LF, we
use higher-order representations for syntax and represent

object-level substructural typing contexts as lists. Their type

family—indexed by length—is defined in the standard way.

LF lctx : nat ) type =

| nil : lctx zero

| cons : lctx N ) obj ) tp ) mult ) lctx (suc N);

The objects that appear as resources in explicit contexts

(e.g., variables, channel names) are assigned the type obj

: type. When these are simply variables, the type will be

defined with no constructors; instead, assumptions of type

obj will be collected in an LF context Ψ classified by the

schema schema ctx = obj. (In a nameless setting, one may

leave the LF context empty so long as a constructor is defined

for obj.)

The type tp : type encodes object-level types, and mult :

type multiplicities. In all but one of the case studies in this

section, contexts will be parameterized by the monoid L.

LF mult : type =

| 0 : mult

| 1 : mult;

LF • : mult ) mult ) mult ) type =

| •/00 : • 0 0 0

| •/10 : • 1 0 1

| •/01 : • 0 1 1;

Since the general definition of exhausted contexts is inde-

pendent of any specific algebraic structure, we define the

allowed “harmless” multiplicities using the type hal:

LF hal : mult ) type =

| hal/0 : hal 0;

Context Operations. Merging, updating, looking up a

variable, and exhaustedness checks are represented in LF by

the following.

LF merge : lctx N ) lctx N ) lctx N ) type =

| mg/n : merge nil nil nil

| mg/c : merge Δ1 Δ2 Δ ) • 𝛼1 𝛼2 𝛼

) merge (cons Δ1 X A 𝛼1) (cons Δ2 X A 𝛼2) (cons Δ X A 𝛼);

LF upd : lctx N ) nat ) obj ) obj ) tp ) tp ) mult ) mult

) lctx N ) type =

| upd/t : {Δ:lctx N}

upd (cons Δ X A 𝛼) (suc N) X Y A B 𝛼 𝛽 (cons Δ Y B 𝛽)

| upd/n : upd Δ n X Y A B 𝛼 𝛽 Δ'

) upd (cons Δ Z C 𝛾) n X Y A B 𝛼 𝛽 (cons Δ' Z C 𝛾);

LF lookup_n : obj ) lctx _ ) type =

| lookn : upd Δ _ X _ _ _ _ _ _ ) lookup_n X Δ;

LF exh : lctx _ ) type =

| exh/n : exh nil

| exh/c : exh Δ ) hal 𝛼 ) exh (cons Δ _ _ 𝛼);

The underscores _ above indicate holes that may be inferred

by Beluga’s type reconstruction.

Well-formedness. Our implementation of CARVe cannot
enforce well-formedness at the LF level where we specify

typing rules, since variables are maintained at the meta-

level. While HOAS directly enforces the freshness of new
variables, this is not “known” at the meta-level. We eschew

non-declarative solutions such as in [15] and encode well-

formedness as a meta-level predicate on contexts. Specifi-

cally, we define a computation-level inductive type Wf in-
dexed by a typing context [Ψ ⊢ Δ] as a contextual object [38].
(Here Ψ is the ambient LF context for variable names and Δ
is the explicit typing context.)

false : type.

inductive Wf : (Ψ:ctx) {Δ:[Ψ ⊢ lctx N]} ctype =

| Wf/n : Wf [Ψ ⊢ nil]

| Wf/c : Wf [Ψ ⊢ Δ] ) ([Ψ ⊢ lookup_n #p Δ] ) [ ⊢ false])

) Wf [Ψ ⊢ cons Δ #p A 𝛼];
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The parentheses around the parameter Ψ:ctx indicate that it

is treated implicitly. The constructor Wf/n defines the well-

formedness of the empty context under any LF context. The

second constructor Wf/c specifies the inductive case where

we can extend Δ with 𝑥 only if 𝑥 is a parameter variable

(enforced by the tag #) and is not in the context’s domain.

We do so with a function that produces from an object of

type [Ψ ⊢ 𝑥 ∈ Δ] an object of the uninhabited type [ ⊢ false],
representing a contradiction.

Properties. Let us consider the commutativity of merge

as an example of how properties about CARVe context op-
erations may be represented in Beluga. The proof is imple-

mented as a total recursive function.

rec merge_comm :

(Ψ:ctx) [Ψ ⊢ merge Δ1 Δ2 Δ] ) [Ψ ⊢ merge Δ2 Δ1 Δ] =

The above type signature states that, given a proof of Δ1 ⊲⊳

Δ2 = Δ under the LF context Ψ, we may obtain a proof of

Δ2 ⊲⊳ Δ1 = Δ. The property is easily proved by pattern

matching:

fn mg ⇒ % introduce object of type [Ψ ⊢ merge Δ1 Δ2 Δ]
case mg of % pattern match on mg

| [Ψ ⊢ mg/n] ⇒ [Ψ ⊢ mg/n] % nil case

| [Ψ ⊢ mg/c M1 T1] ⇒ % cons case

let [Ψ ⊢ M2] = merge_comm [Ψ ⊢ M1] in % invoke IH

let [Ψ ⊢ T2] = mult_comm [Ψ ⊢ T1] in % lemma

[Ψ ⊢ mg/c M2 T2];

where the commutativity of •
rec mult_comm : [ ⊢ • 𝛼1 𝛼2 𝛼] ) [ ⊢ • 𝛼2 𝛼1 𝛼] = ... ;

is used as a lemma in the induction step.

4.2 Case Studies
We have used CARVe to mechanize and prove meta-theoreti-

cal properties about a variety of formal systems: the linear

sequent calculus, the bidirectional linear natural deduction

calculus, the session-typed process calculus CP, the linear
and the affine 𝜆-calculus. For space considerations, we will

narrow our focus on the first three systems, while briefly

touching on some distinguishing features of the others.

Linear Natural Deduction and Sequent Calculi. Let
us restrict our attention to the implicational fragments of

these systems introduced in section 3. To represent terms

from the linear natural deduction calculus, we reuse the type

obj, making use of HOAS to encode 𝜆-terms.

LF obj : type = LF tp : type =

| coerce : obj ) tp ) obj | base : tp

| lam : (obj ) obj) ) obj | -o : tp ) tp ) tp;

| app : obj ) obj ) obj; --infix -o 5 right.

We represent the typing judgments Δ ⊩ 𝑒 ⇒ 𝐴 and Δ ⊩ 𝑒 ⇐
𝐴 using mutually-recursive data-types

LF syn : lctx _ ) obj ) tp ) type =

| coe : chk Δ e A ) syn Δ (coerce e A) A

| init : upd Δ _ X X A A 1 0 Δ' ) exh Δ' ) syn Δ X A

| E-o : syn Δ1 s (A -o B) ) chk Δ2 e A

) merge Δ1 Δ2 Δ ) syn Δ (app s e) B

and LF chk : lctx _ ) obj ) tp ) type =

| conv : syn Δ e A ) chk Δ e A

| I-o : ({x:obj} chk (cons Δ x A 1) (e x) B)

) chk Δ (lam e) (A -o B);

and the sequent calculus typing judgment Δ ⊩ 𝐴 by:

LF seq : lctx _ ) tp ) type =

| var : upd Δ _ X X A A 1 0 Δ' ) exh Δ' ) seq Δ A

| cut : merge Δ1 Δ2 Δ

) seq Δ1 A ) ({x:obj} seq (cons Δ2 x A 1) C)

) seq Δ C

| R-o : ({x:obj} seq (cons Δ x A 1) B) ) seq Δ (A -o B)

| L-o : upd Δ _ X X (A -o B) (A -o B) 1 0 Δ'

) merge Δ1 Δ2 Δ'

) seq Δ1 A ) ({x:obj} seq (cons Δ2 x B 1) C)

) seq Δ C;

We encode simultaneous substitutions 𝜎 as lists of terms:

LF subst : nat ) type =

| empty : subst zero

| scons : subst N ) obj ) subst (suc N);

Next, the well-typed substitution judgment Δ ⊩ 𝜎 : Γ pro-

vides a mapping from 𝜎 to each variable in Γ.

LF wf_subst : lctx _ ) subst N ) lctx N ) type =

| wf_subst_empty : exh Δ ) wf_subst Δ empty nil

| wf_subst_cons1 : wf_subst Δ1 𝜎 Γ

) chk Δ2 e T ) merge Δ1 Δ2 Δ

) wf_subst Δ (scons 𝜎 e) (cons Γ _ T 1)

| wf_subst_cons0 : wf_subst Δ 𝜎 Γ

) chk Δ' e T ) same_elts Δ Δ'

) wf_subst Δ (scons 𝜎 e) (cons Γ _ T 0);

The assumption same_elts Δ Δ' corresponds to the premise

0Δ = 0Δ′
in the on-paper definition.

As Beluga does not support existential quantification di-

rectly, we encode the existence of a term 𝑒 such that Δ ⊩
𝑒 ⇐ 𝐶 with the type inhabit.

LF inhabit : lctx _ ) tp ) type =

| inh : chk Δ _ C ) inhabit Δ C;

We are now ready to present the forward direction of the

equivalence proof. Figure 1 includes the two cases presented

in subsection 3.1, where the code is annotated with the cor-

responding line numbers from the earlier on-paper proof.

The proofs are identical to that presentation, with two ex-

ceptions, marked with an asterisk: the substitution judgment

must at one point be unboxed, and we must invoke a “prun-

ing” lemma to strengthen the LF context. Signatures of all

lemmas used may be found in Appendix A.

The artifact contains the proof of the other direction as

well as a proof of cut elimination for the linear sequent

calculus.
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rec seq2nd : (Ψ:ctx) [Ψ ⊢ seq Γ C] ) [Ψ ⊢ wf_subst Δ 𝜎 Γ]

) [Ψ ⊢ inhabit Δ C] =

fn d, s ⇒ case d of

% (hyp) case

| [Ψ ⊢ var U E1] ⇒ % a

let [Ψ ⊢ S] = s in % *

let [Ψ ⊢ sub-up S1 C1 M1 _ _] =

subst_upd [Ψ ⊢ S] [Ψ ⊢ U] in % b

let E2 = subst_exh [Ψ ⊢ S1] [Ψ ⊢ E1] in % c

let [Ψ ⊢ cx/refl] = merge_id [Ψ ⊢ M1] E2 in % d

[Ψ ⊢ inh C1] % e

% (-o L) case

| [Ψ ⊢ L-o U M1 D1 \x.D2] ⇒ % a

let [Ψ ⊢ S] = s in % *

let [Ψ ⊢ sub-up S1 D1 M2 _ _] =

subst_upd [Ψ ⊢ S] [Ψ ⊢ U] in % b

let [Ψ ⊢ sub-mg S2 S3 M3 _ _] =

subst_merge [Ψ ⊢ S1] [Ψ ⊢ M1] in % c

let [Ψ ⊢ M3'] = merge_comm [Ψ ⊢ M3] in % d

let [Ψ ⊢ mg-assoc M4' M5 _ _] =

merge_assoc [Ψ ⊢ M2] [Ψ ⊢ M3'] in % d

let [Ψ ⊢ M4] = merge_comm [Ψ ⊢ M4'] in % d

let [Ψ ⊢ inh D2] = seq2nd [Ψ ⊢ D1] [Ψ ⊢ S2] in % e

let [Ψ ⊢ D3] = [Ψ ⊢ E-o (coe D1) D2 M4] in % f

let [Ψ ⊢ D3'] = [Ψ ⊢ conv D3] in % g

let [Ψ ⊢ S4] = [Ψ ⊢ wf_subst_cons1 S3 D3' M5] in % h

let [_,x:obj ⊢ inh D4'] =

seq2nd [Ψ,x:obj ⊢ D2] [Ψ,x:obj ⊢ S4[..]] in % i

let Prune-Chk [Ψ ⊢ D4] [Ψ,x:obj ⊢ _] =

prune_chk [Ψ,x:obj ⊢ D4'] in % *

[Ψ ⊢ inh D4]

Figure 1. Code fragment of one direction of the equivalence

proof

CP. Another system encoded using CARVe is the multipl-

icative-additive fragment of the session-typed process cal-

culus CP [54]. CP’s process language is a variant of the

𝜋-calculus, and its type system is obtained directly from clas-

sical linear logic [26]. In session-typed systems, variables in

typing contexts represent names of channels, communication

over which is prescribed by their session types: we interpret
the typing judgment 𝑃 ⊢ 𝑥1 : 𝐴1, . . . , 𝑥𝑛 : 𝐴𝑛 as stating

“process 𝑃 uses each channel 𝑥𝑖 exactly once according to

protocol 𝐴𝑖 .”

For instance, the two structural rules in classical linear

logic—identity and cut—correspond to message forwarding

and parallel composition, respectively. The process 𝑥 ↔ 𝑦

links two dual channels, under the condition that all other

channels have already been used. The process 𝜈𝑥 : 𝐴.(𝑃 ∥𝑄)
spawns a fresh channel with dual endpoints along which

processes 𝑃 and 𝑄 can communicate.

exh(Δ[𝑦 :
1 𝐴⊥ ↦→ 𝑦 :

0 𝐴⊥] [𝑥 :
1 𝐴 ↦→ 𝑥 :

0 𝐴])
𝑥 ↔ 𝑦 ⊢ Δ

(hyp)

𝑃 ⊢ Δ1, 𝑥 : 𝐴 𝑄 ⊢ Δ2, 𝑥 : 𝐴⊥ Δ1 ⊲⊳ Δ2 = Δ

𝜈𝑥 : 𝐴.(𝑃 ∥ 𝑄) ⊢ Δ
(cut)

In the forwarding rule, the choice to consume 𝑦 before 𝑥

is arbitrary; by confluence (Proposition 2.3), we could well

have done the reverse.

The internal choice processes 𝑥 [inl]; 𝑃 and 𝑥 [inr]; 𝑃 send

a binary choice label along 𝑥 and continue as 𝑃 . Dually, the

external choice process 𝑥 .case(𝑃, 𝑄) offers a binary choice

on 𝑥 and continues as either 𝑃 or𝑄 , depending on the choice

received.

𝑃 ⊢ Δ[𝑥 :
1 𝐴 ⊕ 𝐵 ↦→ 𝑥 :

0 𝐴 ⊕ 𝐵], 𝑥 ′
: 𝐴

𝑥 [inl]; 𝑃 ⊢ Δ
(⊕1)

𝑃 ⊢ Δ[𝑥 :
1 𝐴 ⊕ 𝐵 ↦→ 𝑥 :

0 𝐴 ⊕ 𝐵], 𝑥 ′
: 𝐵

𝑥 [inr]; 𝑃 ⊢ Δ
(⊕2)

𝑄 ⊢ Δ[𝑥 :
1 𝐴&𝐵 ↦→ 𝑥 :

0 𝐴&𝐵], 𝑥 ′
: 𝐵

𝑃 ⊢ Δ[𝑥 :
1 𝐴&𝐵 ↦→ 𝑥 :

0 𝐴&𝐵], 𝑥 ′
: 𝐴

𝑥.case(𝑃, 𝑄) ⊢ Δ
(&)

In encoding the typing rules above using CARVe, we have
adopted the continuation-passing principle [17]. That is, each

channel is treated as a single-use entity carrying exactly

one message: when communication occurs, the channel is

closed and a fresh continuation channel is created and bound

to the continuation process. This style has the benefit of

making dependencies explicit, and is in keeping with our

philosophy of varying multiplicities while keeping contexts

intact. It also makes our encoding adequate with respect to

Structural CP (SCP) [47], which requires continuations. We

note, however, that we can encode CP in CARVe using the
standard approach of re-using channels’ names.

In LF, the binding of continuation channels are repre-

sented using HOAS:

LF obj : type =

| fwd : obj ) obj ) obj

| pcomp : tp ) (obj ) obj) ) (obj ) obj) ) obj

| inl : obj ) (obj ) obj) ) obj

| inr : obj ) (obj ) obj) ) obj ... ;

We then encode the CP typing judgment in LF as the type

family oft:

LF oft : obj ) lctx _ ) type =

| oft/fwd : dual A A' ) upd Δ _ Y Y A' A' 1 0 Δ'

) upd Δ' _ X X A A 1 0 Δ'' ) exh Δ''

) oft (fwd X Y) Δ

| oft/pcomp : dual A A' ) merge Δ1 Δ2 Δ

) ({x:obj} oft (P x) (cons Δ1 x A 1))

) ({x:obj} oft (Q x) (cons Δ2 x A' 1))

) oft (pcomp A P Q) Δ

| oft/inl : upd Δ _ X X (A ⊕ B) (A ⊕ B) 1 0 Δ'

) ({x:obj} oft (P x) (cons Δ' x A 1))
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) oft (inl X P) Δ

| oft/inr : upd Δ _ X X (A ⊕ B) (A ⊕ B) 1 0 Δ'

) ({x:obj} oft (P x) (cons Δ' x B 1))

) oft (inr X P) Δ

| oft/choice : upd Δ _ X X (A & B) (A & B) 1 0 Δ'

) ({x:obj} oft (P x) (cons Δ' x A 1))

) ({x:obj} oft (Q x) (cons Δ' x B 1))

) oft (choice X P Q) Δ ... ;

Wemechanize two main results about CP. The first is type
preservation, whose proof relies on a renaming lemma and

makes heavy use of the algebraic properties of update and

merge. The second is the equivalence of CP with SCP. SCP
is an alternative type structure for CP processes that locally

enforces linearity with a logical predicate. In short, in SCP
the typing rule for any process 𝑃 that binds a linear variable

𝑥 includes a condition that it is used linearly, encoded as a

predicate linear : (obj ) proc) ) type. The typing judgment

is therefore encoded as a judgment on a process wtp : proc )

type, while the typing of channel names uses a hypothetical

judgment of type hyp : obj ) tp ) type kept in an ambient

LF context Φ following the schema

schema hctx = block ch:obj, h:hyp ch _;

We encode a bijective translation between the typing judg-

ments of CP and SCP. To give this bijection, we need only

consider typing and linearity (processes and types use the

same syntax). To translate from CP to SCP, we define a rela-
tion Enc [Ψ ⊢ Δ] $[Φ ⊢ $𝜎] that translates a linear context Δ
under Ψ into an intuitionistic context Φ and builds a weak-

ening substitution 𝜎 mapping names in Ψ to ones in Φ. In
the reverse direction, we must inspect the typing derivation

of a process 𝑃 to determine which channels are used lin-

early. We then use this information to assign multiplicities

to variables in explicit contexts. The ternary relation Dec

[Ψ ⊢ P] [Ψ ⊢ Δ] $[Φ ⊢ $𝜎] relates Δ and Φ, where the choice
of multiplicities in Δ depends on 𝑃 , and builds a weakening

substitution mapping variables in Ψ to ones in Φ. We en-

code both context relations in Beluga as inductive datatypes,

following [20]. For instance, the translation from linear to

intuitionistic contexts is defined by

inductive Enc : (Ψ:ctx) (Φ:hctx)

{Δ:[Ψ ⊢ lctx N]} {$𝜎:$[Φ ⊢ Ψ]} ctype =

| Enc/n : Enc [ ⊢ nil] $[ ⊢ ^]

| Enc/c : Enc [Ψ ⊢ Δ] $[Φ ⊢ $𝜎]

) Enc [Ψ,ch:obj ⊢ cons Δ[..] ch A[] _]

$[Φ,b:block ch:obj,h:hyp ch A[] ⊢ $𝜎[..],b.ch];

The ˆ above denotes the empty substitution, and the weaken-

ing substitution [] specifies that the metavariable A is closed.

The dollar signs $ indicates that 𝜎 is a substitution variable

of the specified substitution meta-type.

The fundamental lemma that makes this translation possi-

ble extracts a linearity judgment from a CP typing judgment.

rec oft_linear : (Ψ:ctx) [Ψ,x:obj ⊢ oft P (cons Δ x A 1)]

) [Ψ ⊢ linear \x.P] = ... ;

We then prove the equivalence of the two systems via the

defined relations.

rec cp2scp : Enc [Ψ ⊢ Δ] $[Φ ⊢ $𝜎]

) [Ψ ⊢ oft P Δ] ) [Φ ⊢ wtp P[$𝜎]] = ... ;

rec scp2cp : Dec [Ψ ⊢ P] [Ψ ⊢ Δ] $[Φ ⊢ $𝜎]

) [Φ ⊢ wtp P[$𝜎]] ) [Ψ ⊢ oft P Δ] = ... ;

The first proof is by structural induction on the typing judg-

ment, and the second on the encoding relation. This result

serves as a formalized proof the “internal” adequacy of SCP
with respect to a first-order encoding of CP. To our knowl-

edge, this is the first mechanized adequacy proof in a session-

typed setting.

Linear 𝜆-Calculus. We mechanize the linear 𝜆-calculus

using CARVe in two styles: the first uses HOAS, and the sec-

ond de Bruijn levels with an environment-based operational

semantics. We prove type preservation in both settings. In

the former encoding, we include exponentials by adjusting

the underlying resource algebra per section 5, but omit them

from the de Bruijn formulation for simplicity.

As the first approach is relatively standard, let us focus

on the second formulation, which yields a compact type

preservation proof without the need for a substitution lemma.

In this setting, environments 𝜂 are represented as lists of

closures (pairs of environments and terms):

LF obj : type =

| var : nat ) obj

| app : obj ) obj ) obj

| abs : obj ) obj;

LF venv : nat ) type =

| empty : venv zero

| vcons : venv N ) val ) venv (suc N)

and LF val : type =

| closure : venv _ ) obj ) val;

A relation of type hasty_env : venv N ) lctx N ) type asso-

ciates an environment with a linear typing context of the

same length, representing a simultaneous substitution and

yielding value typing judgments hasty : val ) tp ) type.

Next, we encode environment evaluation (“under environ-

ment 𝜂, term𝑀 evaluates to value𝑤”):

LF eval : venv _ ) obj ) val ) type =

| eval/var : lookup_venv n W 𝜂 ) eval 𝜂 (var n) W

| eval/abs : eval 𝜂 (abs M) (closure 𝜂 (abs M))

| eval/app : eval 𝜂 M (closure 𝜂' (abs M'))

) eval 𝜂 N W' ) eval (vcons 𝜂' W') M' W

) eval 𝜂 (app M N) W;

Note in particular that evaluating a variable 𝑛 returns the

value that appears at level 𝑛 in the environment, and evalu-

ating a function returns its closure.
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Finally, we encode term typing judgments using CARVe
constructs.

LF oft : lctx _ ) obj ) tp ) type =

| oft/var : upd Δ n _ _ A A 1 0 Δ' ) exh Δ'

) oft Δ (var n) A

| oft/abs : oft (cons Δ _ A 1) M B

) oft Δ (abs M) (arrow A B)

| oft/app : oft Δ1 M (arrow A B) ) oft Δ2 N A

) merge Δ1 Δ2 Δ ) oft Δ (app M N) B;

The proof of type preservation

rec tps : [ ⊢ eval 𝜂 M W] ) [ ⊢ hasty_env 𝜂 Δ]

) [ ⊢ oft Δ M T] ) [ ⊢ hasty W T] = ... ;

is by structural induction on the evaluation judgment. Two

main lemmas are used: one stating that the environment’s

domain is preserved under merge, and another about the

correspondence between the context relation, context look-

up, and value typing.

Affine 𝜆-Calculus. Affine systems are characterized by

forbidding contraction while allowing weakening. We cap-

ture them by the same monoid L, provided that we modify

the conditions at the leaves of a proof tree. Accordingly, the

affine variable rule becomes

𝑥 :
1 𝐴 ∈ Δ
Δ ⊩ 𝐴

where we simply check that 𝑥 occurs linearly.

The encoding of this system otherwise uses the same syn-

tax and semantics as the linear case using HOAS, with expo-

nentials omitted for simplicity. We again prove type preser-

vation for this system. To prove the variable case of the

substitution property, an additional lemma is needed stating

that typing is preserved under merges.

4.3 Lemma Usage
In Table 1, we summarize some quantitative metrics concern-

ing the usage of lemma in mechanizing the main theorem for

each encoded system. The results are identified by their name

in the code base (e.g., “tps” instead of “type preservation”).

We note the number of lines of the proof term for each result

(under the heading “Theorem”), and analogously the number

of lines devoted to proving lemmas (“Lemmas”) or proper-

ties from the reusable common infrastructure (“Common”)

that—either directly or transitively—support the final proof.

The reader will note a significant utilization of the common

infrastructure, with the percentage of shared CARVe lemmas

ranging between 42.6% and 77.6% of the overall code base

for each development.

5 Varying the Algebra
So far, we have considered only one resource algebra. How-

ever, CARVe can be readily adapted to other scenarios by

parameterizing contexts by other algebraic structures of in-

terest. The structures described in this section have been

implemented in Beluga with their algebraic properties. With

few exceptions (isolated from the rest in the artifact), all

proven lemmas about context operations hold regardless of

the specific choice of structure.

Intuitionistic Assumptions. The trivial monoid

I = ({𝜔}, {(⟨𝜔,𝜔⟩, 𝜔)}, 𝜔),
characterizes allocation for fully intuitionistic contexts and

amounts to having no annotations at all. Here 𝜔 denotes a

variable always available.

To model intuitionistic resources alongside linear or affine

ones, we may simply enrich L with 𝜔 as a third element:

• 0 1 𝜔

0 0 1 –

1 1 – –

𝜔 – – 𝜔

In regard to exhaustedness, we consider as harmless those

elements of multiplicity either 0 or 𝜔 . While the structure is

only a commutative semigroup, these harmless elements are

partial units for 0 and 1 and for 𝜔 , respectively.

Parametrizing contexts by this structure allows one to

encode exponential modalities in the style of dual intuition-

istic linear logic [3] while making use of only one typing

context. For example, in such a setting, the variable rule has

two distinct forms:

Δ[𝑥 :
1 𝐴 ↦→ 𝑥 :

0 𝐴] = Δ′ exh(Δ′)
Δ ⊩ 𝐴

(hyp1)

𝑥 :
𝜔 𝐴 ∈ Δ exh(Δ)

Δ ⊩ 𝐴
(hyp𝜔 )

Remark that the semigroup can be extended to a monoid

by defining 𝛼 • 𝜔 = 𝜔 • 𝛼 = 1 • 1 = 𝜔 for any 𝛼 . This is the

none-one-tons semiring of McBride [37] under addition.

Strict Assumptions. Strict (also called relevant or rele-
vance) systems allow contraction and forbid weakening. In

practice, strict assumptions must be used at least once in

a derivation. We model such systems by reinterpreting L
as the monoid ({1, 𝜔}, •, 𝜔), with • given by the following

table:

• 1 𝜔

1 – 1

𝜔 1 𝜔

In contrast with linear or affine systems, we also require

both (hyp1) and (hyp𝜔 ) variable rules as in the joint linear-

intuitionistic case.

The multiplicity 1 is used to denote a strict assumption.

When used, its tag is changed not to 0 (unavailable) but to

𝜔 (available now unrestrictedly.) When a context is split, a

strict assumption must still be used at least once in one of the

branches but becomes available unrestrictedly in the other.

A context is considered exhausted when only unrestricted

assumptions remain.
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Table 1. Summary of lemma usage in implementation

System Result Theorem Lemmas Common

Affine 𝜆-calculus (affine_lam) tps 22 (3.9 %) 105 (18.5 %) 441 (77.6 %)

Linear 𝜆-calculus with HOAS (lin_lam) tps 45 (5.8 %) 208 (27 %) 519 (67.2 %)

Linear 𝜆-calculus with de Bruijn (closures) tps 16 (15 %) 36 (35 %) 51 (50 %)

CP (cp) tps 170 (14.5 %) 504 (42.9 %) 500 (42.6 %)

cp2scp 53 (6.8 %) 293 (37.8 %) 429 (55.4 %)

scp2cp 59 (17.4 %) 113 (33.2 %) 168 (49.4 %)

Linear sequent calculus (seq) cut_elim 266 (24.4 %) 335 (30.7 %) 489 (44.9 %)

Linear sequent / natural deduction calculi (seq / nd) seq2nd 75 (7.4 %) 447 (44.4 %) 485 (48.2 %)

chk2seq / syn2seq 64 (10.8 %) 116 (19.5 %) 414 (69.7 %)

Graded Assumptions. The numerical monoid

G = (N, {(⟨𝑥,𝑦⟩, 𝑧) : 𝑥 + 𝑦 = 𝑧}, 0)
characterizes allocation for graded contexts in the spirit of

Orchard et al. [39]. Gradedness is a generalization of linearity:
an assumption of multiplicity 𝑛 must be used precisely 𝑛

times. We thus consider as harmless—as in the linear case—

assumptions of multiplicity 0.

6 Related Work
6.1 Explicit Contexts and HOAS
Crary [15] introduced the idea of mixing hypothetical and

categorical judgments in a HOAS setting, where HOAS is

reserved for syntax while typing contexts are treated as ex-

plicit objects in judgments such as typing rules. He also

showed a translation between explicit (intuitionistic) con-

texts and implicit ones. This idea had been heavily used in

the Twelf formalization of SML [34]. A similar approach un-

derlines the implementation of the two-level approach (see

for example [19]).

6.2 Resource Algebras
The idea of generalizing the linear discipline into an algebraic

structure owes itself to two threads.

Bounded Linear Logic. In the early 1990s, Girard intro-

duced bounded linear logic (BLL) [25], where a family of

modalities !𝑥 𝐴 indicates that 𝐴 may be reused up to 𝑥 times.

The resource polynomials of BLL were generalized using

semirings in several works including [24], where ring addi-

tion controls contraction and multiplication bounds function

usage. This allows one to track various properties—such as

bounded reuse and strictness—within a single system. This

approach was further generalized as graded modal logic in

the design of the typed functional language Granule [39].

These ideas have not been widely adopted in the mechanized

meta-theory community. Semiring annotations are present

in quantitative type theory [2], but for a different purpose,

namely to combine linear and dependent types. At the same

time, researchers have mechanized some of the meta-theory

of those type theories, (e.g., [13]), thus endorsing a context
management style similar to ours.

Separation Algebras. The heap semantics of the logic of

bunched implications [44] was first abstracted into a partial

commutative cancellative monoid by Calcagno et al. [6]. This
was further refined by Dockins et al. [18] in view of their Coq

implementation in the VST project; they embrace partiality

by switching to a relational presentation of the monoidal

operation and add axioms to exclude degenerate algebras

while relaxing the unit conditions. Other slightly different

axiomatizations are considered in [42] and [32].

6.3 Let’s Split
When addressing the challenge multiplicative rules present

to encoding contexts, the prevailing approach in mechanized

meta-theory within mainstream proof assistants has been to

physically partition the context, seen as a list or a finite map.

Limiting ourselves to the meta-theory of the 𝜋-calculus, this

approach has been used in [22, 27] and even extended to the

intrinsically-typed approach [14, 46, 52].

Alternatively, binding contexts may be seen as dictionar-

ies, i.e., finite maps that can be split since they are known to

have disjoint domains (either by 𝛼-renaming or by explicit

conditions). The inspiration is again the heap model of sep-

aration logic. One example is the Coq library by Castro et
al. [9], where splitting makes the context undefined when

it would result in duplicated entries. The library is based

on the formalization of finite maps in MathComp. Another

is the pedagogical implementation of separation logic for

the SF curriculum [11], where a finite map is a dependent

packaging of a partial function with a proof of finiteness of

its domain. Both libraries encompass an extensive collection

of low-level lemmas and tactics, in both cases around 100

lemmas and 100 lines of Ltac code,

Another domain where splitting has been the dominant

paradigm is the meta-theory of linear sequent calculi, namely

cut-elimination and focusing. In contrast with binding con-

texts, contexts are here truly multisets, whose structure is

generally imposed over the context seen as a list. The idea
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Table 2. Summary of approaches to substructural context modeling

Paper Application Result System Syntax Contexts

[1] MA linear 𝜆-calculus type preservation (TPS) Agda scoped de Bruijn (DB) leftover typing

[50] explicit substitutions TPS / confluence Twelf HOAS tags

[13] graded dependent type theory TPS w.r.t. heap semantics Coq locally nameless tags

[60] 𝜋-calculus TPS for capabilities types Agda scoped DB leftover typing

[22] 𝜋-calculus TPS for linear type system Isabelle / HOL DB à la Gordon list split

[27] polymorphic 𝜋-calculus TPS for session types Coq locally nameless finite maps

[52] functional session-typed calculus TPS / session fidelity Agda intrinsically-typed DB list split

[14] 𝜋-calculus with dependent pairs TPS by construction Agda intrinsically-typed DB list split

[46] 𝜋-calculus TPS for session types Agda intrinsically-typed co-DB split via bunched logic

[9] 𝜋-calculus TPS for session types Coq locally nameless finite maps

[47] 𝜋-calculus TPS for session types Beluga HOAS linearity predicate

[58] sequents cut elimination / focusing Coq parametric HOAS lists with bag equivalence

[21, 33] sequents cut elimination / focusing Coq Hybrid list with permutations

[12] sequents cut elimination Abella HOAS multiset over lists

[28] linear 𝜆-calculus type uniqueness Abella HOAS multiset over lists

is then to see a context split as list concatenation modulo

exchange. This is realized in different ways: Xavier et al. [58]
use bag equivalence implemented as equal number of occur-

rences. Other authors rely on permutations, either assuming

a structural rule of exchange [21, 33] or localizing permuta-

tions in multiplicative rules (e.g., [7]). Chaudhuri et al. [12]
instead encode multisets via a non-deterministic “cons” op-

eration, by means of which merging and permutation of

contexts are defined. The former is used as expected in mul-

tiplicative rules and the latter in additive ones. A library of

some 80 lemmas about those predicates is provided. Other

combinations have also been investigated [28].

6.4 Let’s Stay Together
Keeping the context intact has been explored in various

flavours.

Tags. The use of type qualifiers, which are first-class tags

occurring in the syntax of types and terms encoding intro-

duction rules, was pioneered by Walker [55] and adapted by

Vascocelos [53] to the concurrent setting. As previously men-

tioned, our approach to meta-theory is built on the ideas of

Schack-Nielsen and Schürmann [50], which were formulated

to provide an efficient realization of the explicit substitution

calculus underlying Celf’s [49] operational semantics.

Wood and Atkey [56] annotate variables with values from

a skew semiring denoting those variables’ usage by terms.

This also permits them to keep the context intact by sim-

ply updating the status of the variable. Their work extends

McBride’s kits and traversals technique to the quantitative /

linear setting. This allows one to isolate properties required

to form binding-respecting traversals of simply typed 𝜆-

terms, so that renaming and substitution arise as specific

instantiations. In that setting, usage annotations on contexts

are vectors, usage-preserving maps of contexts are matrices,

and the linearity properties of the maps induced by matrices

are exactly the lemmas needed for showing that traversals

(and hence renaming, sub-usaging, and substitution) pre-

serve typing and usages. It remains open how this technique

can be applied to process calculi such as CP, or for proving
meta-theory more generally.

Linearity Predicates. Crary [16], building on previously

unpublished work by Pfenning, introduced the idea of sepa-

rating a typing derivation from the check that it satisfies a

given property, namely of being linear. While this fits well

with existing non-substructural proof assistants and applies

to different settings [47], it seems hard to generalize to more

exotic substructural systems.

Leftovers. This is based on the idea that a linear term

consumes some of the resources available in its context, while

leaving behind leftovers which can then be fed to another

program. Though the idea originated within linear functional

and logic programming [30, 35], Allais [1] was the first to

employ the idea for proving (in Agda) subject reduction

for the linear 𝜆-calculus. This was later extended to the 𝜋-

calculus (with respect to capabilities types) by Zalakain and

Dardha [60]. The Agda development is parameterized over a

usage algebra following the definition of Dockins et al. [18]. It
would be interesting to draw a quantitative comparison with

our approach, although, as usual, the de Bruijn encoding in

the cited papers tends to overwhelm the development. Note

however that CARVe can be easily used to implement the

leftover style, by appropriate updating of the linear tag; in

fact, Allais uses annotations similar to ours.

The different approaches covered in subsection 6.3 and

subsection 6.4 are summarized in Table 2.

6.5 Substructural Frameworks
A rather different approach is to let the logical framework

where we encode our system under study be substructural.

Examples include LLF [10], based on linear hereditary Har-

rop formulæ, Lincx [23] for a linearization of contextual LF,
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HLF [45] for supporting hybrid LF, and Celf [49] for imple-

menting Concurrent LF.
In all these systems, using HOAS and hypothetical judg-

ments, resource contexts are implicit, bypassing (for the user)
all the issues connected to resource management. This leads

to elegant encoding of object logics such as linear sequent

calculi, MiniML with references, security protocols, the 𝜋-

calculus, and session types. However, none of these frame-

works, bar Celf, have been implemented and—even in Celf’s

case—there is little support for verifying the meta-theory of

the encoded systems.

7 Conclusion
In this work, we have presented CARVe, a flexible infrastruc-
ture for managing substructural contexts explicitly, which

is fully implemented in the proof assistant Beluga. We have

showcased the infrastructure’s versatility by using it to mech-

anize a broad range of substructural systems and correspond-

ing proofs. We anticipate that our development will prove

useful for formalizing other substructural languages not con-

sidered in this paper.

Future Work. While monoids suffice for our study, the

modularity of our approach should lend itself well to en-

coding systems using more intricate multiplicity structures.

Specifically, while our study considered only substructural

systems that control strengthening and weakening, model-

ing ordered type systems based on non-commutative logic

(which restrict exchange) will require a richer resource alge-

bra. In the future, we also intend to extend CARVe to model

subexponential and adjoint modalities.

A further quantitative comparison of CARVe with alter-

native approaches would also offer insights into the relative

strengths and limitations of our infrastructure.

Finally, it would be worthwhile to implement CARVe in
a mainstream proof assistant to better leverage structuring

mechanisms such as polymorphism, module systems, and

type classes. This would allow us to go beyond the current

limitations of Beluga and directly realize a library for binding

contexts where arbitrary keys carry arbitrary payloads given

some resource algebra. Additionally, integrating code gener-

ation into the implementation could facilitate the application

of CARVe to new systems.

8 Data Availability Statement
An artifact accompanying this paper is available online [59].
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A Further Signatures
For reference, we include below the LF signatures of all

constructs and lemmas left undefined in subsection 4.2 (sim-

plified for readability).

Identity property of merge:

LF cx_eq : lctx N ) lctx N ) type =

| cx/refl : cx_eq Δ Δ;

rec merge_id : (Ψ:ctx) [Ψ ⊢ merge Δ1 Δ2 Δ]

) [Ψ ⊢ exh Δ1] ) [Ψ ⊢ cx_eq Δ2 Δ] = ... ;

Associativity of merge:

LF mg_assoc : merge _ _ _ ) merge _ _ _ ) type =

| mg-assoc : merge Δ2 Δ3 Δ23 ) merge Δ1 Δ23 Δ

) {M1:merge Δ12 Δ3 Δ} {M2:merge Δ1 Δ2 Δ12}

mg_assoc M1 M2;

rec merge_assoc : (Ψ:ctx)

{M1:[Ψ ⊢ merge Δ12 Δ3 Δ]} {M2:[Ψ ⊢ merge Δ1 Δ2 Δ12]}

[Ψ ⊢ mg_assoc M1 M2] = ... ;

Lemma 3.1 (1):

rec subst_exh : (Ψ:ctx) [Ψ ⊢ wf_subst Δ 𝜎 Γ]

) [Ψ ⊢ exh Γ] ) [Ψ ⊢ exh Δ] = ... ;

Lemma 3.1 (2):

LF subst-merge : wf_subst _ _ _ ) merge _ _ _ ) type =

| sub-mg : wf_subst Δ1 𝜎 Γ1 ) wf_subst Δ2 𝜎 Γ2
) merge Δ1 Δ2 Δ

) {S:wf_subst Δ 𝜎 Γ} {M:merge Γ1 Γ2 Γ}

subst-merge S M;

rec subst_merge : (Ψ:ctx) {S:[Ψ ⊢ wf_subst Δ 𝜎 Γ]}

{M:[Ψ ⊢ merge Γ1 Γ2 Γ]} [Ψ ⊢ subst-merge S M] = ... ;

Lemma 3.1 (3):

LF subst-upd :

wf_subst _ _ _ ) upd _ _ _ _ _ _ _ _ _ ) type =

| sub-up : wf_subst Δ1 𝜎 Γ' ) chk Δ2 _ A

) merge Δ1 Δ2 Δ

) {S:wf_subst Δ 𝜎 Γ} {U:upd Γ _ _ _ A A 1 0 Γ'}

subst-upd S U;

rec subst_upd : (Ψ:ctx) {S:[Ψ ⊢ wf_subst Δ 𝜎 Γ]}

{U:[Ψ ⊢ upd Γ _ _ _ A A 1 0 Γ']}

[Ψ ⊢ subst-upd S U] = ... ;

Pruning lemma:

inductive PruneChk : (Ψ:ctx)

{CH:[Ψ,x:obj ⊢ chk Δ[..] M C[]]} ctype =

| Prune-Chk : [Ψ ⊢ chk Δ M C[]]

) {CH:[Ψ,x:obj ⊢ chk Δ[..] M[..] C[]]}

PruneChk [Ψ,x:obj ⊢ CH];

rec prune_chk : {CH:[Ψ,x:obj ⊢ chk Δ[..] M C[]]}

PruneChk [Ψ,x:obj ⊢ CH] = ... ;
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